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We present temperature-dependent hole drift mobility measurements on polycrystalline CuIn1−xGaxSe2

�CIGS� thin films incorporated into solar-cell structures. The drift mobilities were determined from photocar-
rier time-of-flight measurements in a depletion region at the top interface with cadmium sulfide. 12 cells,
originating in two laboratories, were examined. The drift mobilities ranged from 0.02 to 0.7 cm2 /Vs at room
temperature and were weakly temperature dependent in the range of 100–300 K. These drift mobilities are at
the low end of the range of hole mobilities reported from previous Hall effect and admittance measurements for
varying CIGS materials. We found approximately a square-root correlation between the width of the depletion
layer in our samples and the magnitude of the drift mobility. Both the magnitude and the temperature depen-
dence of the drift mobility are consistent with results in amorphous and nanocrystalline silicon that have been
modeled using a disorder-induced transport edge. The source of nanometer-scale disorder in these CIGS
materials is not noncrystallinity; chemical composition fluctuations are one alternative source of disorder. The
correlation of the depletion-width and drift mobility measurements in CIGS may be evidence for a broader
effect of disorder in these materials in both reducing the carrier drift mobility and generating acceptor defects
near the valence bandedge. Hole drift mobilities are sensitive to disorder-induced traps near the valence
bandedge. Our temperature-dependence measurements indicate that the width of the corresponding valence
bandtail is less than 20 meV. Previous optical-absorption spectroscopy showed that Urbach tails in similar
CIGS samples are generally 20 meV or wider, which indicates that the valence bandtail does not typically
determine the Urbach tails.
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I. INTRODUCTION

Despite grain boundaries and other defects, polycrystal-
line copper indium diselenide �CuInSe2� and the related
polycrystalline quaternary alloy CuIn1−xGaxSe2 �CIGS� have
very good electronic properties compared to their more or-
dered, crystalline counterparts. One striking illustration of
these properties is that solar cells fabricated from the thin-
film polycrystalline materials have larger conversion
efficiencies—approaching 20%—than the cells prepared
from the single-crystal materials.1–3

This counterintuitive, and fortuitous, effect reveals the
limitations of our present understanding of CIGS and other
semiconductors in their more disorderly forms. The grain
boundaries have naturally attracted a good deal of attention,
and there have been several recent experimental and theoret-
ical papers that elaborate the grain-boundary properties and
that explore possible theories for them.4,5 In addition to the
grain boundaries, the properties of the crystallites within the
materials differ from those of relatively perfect single crys-
tals. Since both effects are potentially significant, it is impor-
tant to determine which effect is dominant in a given mate-
rial and for a given material property.

One important property that varies substantially between
the different forms of CIGS is the hole mobility. Hole mo-
bilities inferred from the Hall effect in single crystals,6–10 can
be as large as 103 cm2 /Vs, whereas Hall mobilities of

1 cm2 /Vs and lower have been reported for some polycrys-
talline materials.11–19 Some of these measurements are pre-
sented in Fig. 1 �solid curves�. In the present paper, we
present hole mobilities in polycrystalline CIGS obtained us-
ing the photocarrier time-of-flight �TOF� technique.20 The
method itself is well established, and involves measuring the
transit times of carriers that are photogenerated near one
electrode and then drift across a layer in an electric field.

TOF mobility measurements complement the Hall-effect
measurements. In single crystals, Hall mobilities are indica-
tive of fundamental band mobilities, whereas time-of-flight
measures drift mobilities; drift mobilities can be smaller than
band mobilities because they are sensitive to shallow traps
that capture and release carriers during their transit.20 In
polycrystalline and amorphous materials, the Hall effect no
longer yields a band mobility directly. In polycrystalline ma-
terials the Hall effect has been modeled by invoking electro-
static barriers between grains;21 in amorphous materials,
even the sign of the Hall voltage is poorly understood.22,23

The interpretation of time-of-flight measurements in terms of
drift mobilities still applies in the disordered systems and
modeling must again be used to distinguish band transport
and trapping effects.20,24

As is illustrated in Fig. 1, the range of drift mobilities
�0.02–0.7 cm2 /Vs� that we have found using TOF in
samples of polycrystalline CIGS is somewhat lower than the
range of mobilities using other techniques. Our samples
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came from the National Renewable Energy Laboratory
�NREL� and from the Institute of Energy Conversion �IEC�.
The hole drift mobilities were generally smaller in the NREL
samples than the IEC samples. We found a correlation across
both series of samples between the drift mobilities and the
widths of the depletion layers. In Fig. 2 we have plotted the
depletion widths �at 0 V� for the varying drift mobilities on
logarithmic scales; there is approximately a square-root de-
pendence. Since the depletion width in p-type samples is
roughly proportional to the reciprocal square root of the ac-
ceptor density, the correlation suggests that a single underly-
ing mechanism determines both the drift mobility and the
acceptor density.

In the time-of-flight measurements the photocarriers do
not typically traverse grain boundaries and it thus seems un-
likely that grain boundaries control the drift mobilities. The

correlation that we report between the depletion width and
the drift mobilities is suggestive of ionized impurity scatter-
ing as the mobility-limiting mechanism.25 However, the
present polycrystalline samples have mobilities smaller by
about 1000 times than the single crystals to which this
mechanism has been applied;9,26–28 previous workers have
also discarded this mechanism as descriptive of polycrystal-
line CGS.28 We think that the magnitude and the temperature
dependence are suggestive of mobilities for electronic states
close to a “mobility edge,” which is the electronic energy
near the bandedge that separates states that are localized by
disorder from states that remain extended. Disordered sili-
cons, either amorphous or nanocrystalline, are probably the
best studied materials with transport ascribed to a mobility
edge.24–30 For thin-film CIGS, where the crystallite sizes are
much larger than in the nanocrystalline silicon materials,
nanometer-scale chemical composition fluctuations reported
previously31 may be the source of disorder creating a mobil-
ity edge. This idea was previously considered �and dis-
carded� for InGaAsN.32

A typical depletion width in our samples is 0.3 �m,
which corresponds to an acceptor density of order 1016 cm−3

and a typical separation between acceptors of about 50 nm.
As we discuss subsequently, this is much longer than the
mean-free path that corresponds to our mobilities. We specu-
late that the correlation of the drift mobility with the deple-
tion width occurs because both the mobility and the acceptor
density are determined by the underlying disorder within in-
dividual crystallites of CIGS, which also implies that the
acceptor sites correspond to regions in CIGS crystallites with
much larger than typical chemical disorder.33

Disordered materials typically have both low band mo-
bilities and bandtails of localized states near their bandedges.
Temperature-dependent drift mobility measurements have
been used extensively to estimate the bandtail widths. In Fig.
3 we present a plot of the band mobilities and bandtail
widths that have been reported in some organic and poly-
meric materials,34–36 in PbI2,37 in disordered silicons,24 and
in our present work on CIGS. From our modeling of the
CIGS measurements, we are only able to report upper limits

FIG. 1. �Color online� Temperature-dependent hole mobilities
reported for CuInxGa1−xSe2. The solid curves are Hall-effect mea-
surements �a�: x=1 �Ref. 6�, �b�: x=0.031 �Ref. 6�, �c�: x=1 �Ref.
11�, ��d� and �e��: x=1 �Ref. 14�. �a� and �b� are for single crystals;
all other measurements are done on thin-film polycrystalline
samples. The admittance measurements correspond to
x=0.00–0.34 �Ref. 58�. TOF measurements are from the present
work �x=0.3�.

FIG. 2. Correlation of the depletion width �at 0 V� and the hole
drift mobility for twelve CIGS samples at room temperature. The
dashed line indicates square-root dependence. �—NREL samples.
�—IEC samples.

FIG. 3. �Color online� Correlation of estimates for the
effective-band mobility and the bandtail width for several
disordered materials. �—CIGS �this work�. �—PbI2 �Ref. 37�.
�—sexithiophene �Ref. 34�. �—dihexyl-sexithiophene �Ref. 34�.
�—regioregularpoly�thiophene� �Ref. 35�. �—pentacene
�Ref. 36�. Gray symbols: a-Si:H, a-SiGe:H, and nc-Si:H �Ref. 24�.
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for the valence bandtail widths; nonetheless, our measure-
ments on CIGS are broadly comparable to those in other
disordered materials.

The limits on bandtail widths are interesting in the context
of optical-absorption coefficient spectra of CIGS materials,
which exhibit “Urbach tails” with their own characteristic
energy widths EU. The bandtail width is one component of
the Urbach tail but most CIGS materials have Urbach ener-
gies that are larger than our limiting values near 20 meV.38–44

We presume that the different types of disorder �composition
fluctuations, structural defects, and electric field fluctuations�
affect the Urbach energy and the valence bandtail width dif-
ferently.

In the remainder of the paper we present our experimental
measurements and a more detailed discussion of their inter-
pretation and significance. Time-of-flight measurements are
usually done in highly insulating materials with negligible
space charge. The CIGS cells we studied have a depletion
layer in the upper region where photogeneration occurs and
we needed to modify the conventional time-of-flight proce-
dures to take the depletion layer into account. As noted pre-
viously, there is a fairly strong correlation between the mag-
nitude of the drift mobility and the width of the depletion
layer. We also compare the temperature dependence of our
measurements with the predictions of a well-known bandtail
trapping model although our measurements are inconclusive
regarding its validity for CIGS.

II. SPECIMENS

The CuIn1−xGaxSe2 thin-film solar cells used for the
present measurements were prepared at the NREL and at the
Institute of IEC at the University of Delaware.

The CIGS absorbers provided by NREL have been grown
on Mo-coated soda-lime glass by evaporation from elemental

sources following the “three-stage”1,45 process developed at
NREL. The Mo layer has a thickness of around 1 �m and is
deposited by dc magnetron sputtering. The �2.6-�m-thick
CuIn1−xGaxSe2 absorbers incorporate a slight modification in
the Ga content and substrate heating profile. Essentially, the
Ga content in the first stage ��30% relative to In� is higher
than that of the third stage ��25% relative to In�. A cadmium
sulfide �CdS� buffer layer is deposited next using chemical-
bath deposition �CBD�. Finally, a zinc oxide �ZnO� window
layer is deposited using sputtering. The �50-nm-thick insu-
lating ZnO is grown from an intrinsic ZnO target, whereas
the �350-nm-thick conductive layer comes from an
Al2O3-doped ZnO target �2 wt %�.

The cells from IEC have the following configuration:
glass/Mo/CuIn1−xGaxSe2 /CdS /ZnO/indium tin oxide �ITO�/
�Ni/Al grid�. The CIGS thin films were grown using elemen-
tal thermal evaporation46,47 �four source elemental evapora-
tion� on top of a 0.7-�m-thick sputtered Mo layer. The CdS
was deposited by CBD and has a nominal thickness of 40
nm. The last two layers ZnO and ITO where both deposited
using the RF sputtering deposition. The resulting layers have
a nominal thickness of 50 nm for ZnO, respectively, 0.2 �m
for ITO. Finally, electron-beam evaporation was used to de-
posit Ni/Al grids. The specimen areas were determined by
mechanical scribing in order to define an active region.

The alloy compositions and photovoltaic parameters of
the specimens used in this research are given in Table I. The
composition ratios were obtained from electron probe mi-
croanalysis. The photovoltaic parameters of the cells are
measured under standard conditions: 1000 W /cm2, 25 °C,
ASTM E 892 Global. The band-gap values are estimated
from the internal quantum efficiency measurements1 for
NREL specimens, and inferred from the compositional46

variation for the IEC specimens.

TABLE I. Summary of the structural compositions and the photovoltaic parameters of the specimens of
CuIn1−xCuxSe2 at 293 K. The symbol definitions are as follow: Eg is the band gap, VOC is the open-circuit
voltage, Jsc is the short circuit current, FF is the field factor �AM 1.5 illumination conditions�, d is the
geometrical thickness of the CIGS absorber layer, dW is the depletion width of the CIGS absorber layer �this
property was estimated from capacitance measurements at 0 V�, �D is the hole drift mobility, and �� is the
hole deep-trapping mobility-lifetime product �these properties were obtained from the transient photocurrent
measurements�.

Sample IEC-1 IEC-2 IEC-3 NREL-1 NREL-2

Cu / �In+Ga� 0.82 0.82 0.79 �0.88 �0.88

Ga / �In+Ga�=x 0.30 0.30 0.25 �0.30 �0.30

Eg�eV� 1.18 1.18 1.12 �1.15 �1.15

VOC�V� 0.616 0.636 0615 0.626 0.690

JSC�mA /cm2� 33.4 32.2 30.4 30.9 31.2

FF 72.9 76.1 74.1 68.9 77.2

Efficiency �%� 15 15.6 13.9 13.3 16.6

d��m� 2 2 2.3 2.6 �2.5

dW��m� �0 V� 0.6 0.85–1.1 0.5–1.5 0.4–0.5 0.3–0.5

�D�cm2 /Vs� 0.15 0.4 0.05–0.7 0.03–0.06 0.02–0.06

���10−7 cm2 /Vs� 0.11 0.4 0.3–1.2 0.5–6.0 0.2–0.75
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III. CAPACITANCE AND DEPLETION-WIDTH
MEASUREMENTS

The CIGS cells that we studied have depletion layers48

near the top interface �CIGS/CdS�, which is consistent with
previous work on similar CIGS cells. Depletion layers cor-
respond to nonuniform electric fields across the sample and
they complicate time-of-flight measurements, which are typi-
cally done under conditions of near-uniform fields.20 Perhaps
the most significant complication is that the effective thick-
ness of the sample that is used in calculating the mobility
from the photocarrier “transit time” is the depletion width,
which is usually substantially smaller than the physical
thickness of the CIGS layer.

As part of a time-of-flight measurement, most practitio-
ners do a somewhat unconventional large-signal capacitance
measurement. We apply a voltage step to the sample using a
pulse generator; the current flowing onto the sample elec-
trodes was computed from the response of a preamplifier as
recorded by a digital oscilloscope. This transient current was
numerically integrated to obtain the transient charge. Figure
4�a� illustrates the charge-transient measurements. As can be
seen, the charge reaches a plateau at about 300 ns. At longer

times there is also an increase in charge due mostly to resis-
tive currents through the device; these can be probed using
the charge recovery when the voltage returns to zero but we
do not discuss this aspect further in this paper.

Figure 4�b� is a plot of the charge measurements for the
CIGS cell evaluated at 300 ns following the voltage step. As
can be seen, there is a moderate nonlinearity of the Q-V
relation. A simple quadratic fitting Q=aV+bV2 worked rea-
sonably well, and we determined the fitting parameters a and
b for all cells, voltages, and temperatures we studied. We
calculate a capacitance using C= dQ

dV =a+2bV, which is also
illustrated in Fig. 4�b�.

We define the corresponding depletion width as
dW=

�r�0A

C , where A is the area of the cell and �r�0 is the
dielectric constant of CIGS. We were able to determine the
relative dielectric constant49 �r=Cd /�0A of the CIGS ab-
sorber layers for some of the IEC cells that had weak deple-
tion at lower temperatures. The geometrical thickness
d=2.0 �m of the thin film had been measured during film
growth using a quartz-crystal monitor; the capacitance,
C=4.2�10−11�0.1�10−11 F did not vary noticeably with
temperature over the range 100–175 K; at higher tempera-
tures depletion effects noticeably affected the capacitance
and precluded using the method. We obtained the dielectric
constant �r=11.8�0.3, which is consistent with the value
used with admittance measurements58 on similar CIGS ma-
terials.

Using this value for �r, for the particular sample in Fig.
4�b� dW=270 nm at 0 V applied bias �293 K�. This value is
substantially less than the thickness 2500 nm of the CIGS
layer �from Table I�. This fact, as well as the fact that the
capacitance decreases under reverse bias, are broadly consis-
tent with depletion widths. We note that the textbook
Schottky model �A /C�2=2�VBI−V� / �NAe�r�0� is not a good
description of the measurements. We return to the subject of
the field profile in the depletion region in the Appendix A.

IV. TIME-OF-FLIGHT PROCEDURES

Time-of-flight measures the transit time tT required to
move the mean position of the photocharge charge distribu-
tion a length L under the influence of the bias voltage V. TOF
measurements were done using a nitrogen-laser pumped dye
laser with a 3 ns pulse. The cells were illuminated through
the top, n-type CdS buffer layer. The laser wavelength was
typically 700 nm. The absorption coefficient � in CIGS
�x=0.3� at this wavelength is about �=8�104 cm−1.50,51

The reciprocal of this absorption coefficient gives an absorp-
tion depth of about 120 nm. For time-of-flight measurements
one usually arranges for this length to be significantly
smaller than the appropriate thickness, which was the deple-
tion width in our case. As is evident from Table I, the ab-
sorption length is not completely negligible, but we did not
correct for its finite magnitude in our analysis.

A pulsed bias voltage was applied across the cells 1.0 �s
prior to the arrival of the laser pulse. This time delay was
chosen based on measurements such as those in Fig. 4,
which indicate that dielectric relaxation within the sample
was essentially complete on that time scale. The usual reason

FIG. 4. �a� The transient charge Q�t� measured following appli-
cation of a bias voltage step �indicated� at room temperature. �b�
The open symbols indicate the charge response Q at 300 ns after the
step. The line through these data is a quadratic fit through the ori-
gin. The capacitance �dashed line� was calculated using the charge
fitting parameters �NREL-2, 293 and 100 K, electrode area is
1.32�10−2 cm2�.
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for using pulsed bias in time-of-flight measurements is to
measure the transit time prior to significant dielectric relax-
ation, in which case most workers assume a constant uniform
electric field. This procedure was not workable in these
CIGS samples. In our case, we used pulsed bias so that we
could both monitor the electric field evolution �currents prior
to the laser pulse� and then the photocarrier motion �by
monitoring the photocurrent�.

The photocurrent and photocharge transients were mea-
sured using the same apparatus described in Sec. III; the
transients were typically averaged over 100 laser shots to
improve the signal-to-noise ratio. Specimens were mounted
on the cold finger of a commercial vacuum cryostat �Oxford
instruments model DN 1754�.

The laser intensity was attenuated by neutral density fil-
ters so that the photocarrier charge collected in the external
circuit was 10% or less of the bias charge on the sample
electrodes as measured in the capacitance experiments. This
precaution is intended to assure that the photocharge gener-
ated by the laser does not significantly perturb the electric
field profile in the cell. The repetition rate of the laser was
reduced until the transient photocurrent was independent of
the repetition rate; a 1 Hz repetition rate was adequate.

In Fig. 5, the symbols indicate the measurements of the
absolute value of the transient photocharge �Q�t�� for three
applied voltages V; measurements were also made for sev-
eral intermediate voltages but are not shown. As can be ob-
served, the photocharge �Q�t�� has generally reached a pla-
teau by 1000 ns. It is also evident that the rise time �the time
to reach 50% of the ultimate photocharge� lengthens substan-
tially as the bias voltage changes from −2.0 to +0.5 V. This
voltage span corresponds to decreasing magnitude of the net
voltage VBI-V across the depletion layer; the increase in the
risetime for decreasing magnitude is typical of time-of-flight
measurements. The smooth curves are a fitting to the entire
family of measurements, including several voltages that are
not illustrated. We now discuss this fitting.

In the simplest examples of photocarrier time-of-flight ex-
periments, the plateau photocharge is voltage independent
and may be identified with the total photocharge Q0 absorbed
by the sample; the only effect of changing the bias voltage is
to change the transit time for a carrier to cross the sample.
For this CIGS cell, the photocharge is slightly voltage depen-
dent, as is further illustrated in Fig. 6�a� at two temperatures.
Failure to collect all the photocharge for smaller net voltages
VBI-V is fairly common in time-of-flight measurements. It is
usually attributed to “deep trapping,” which is the capture of
holes by defect levels that do not reemit them on the scale of
the transit time.52,53

Deep trapping is characterized by a mobility-lifetime
product ��. We assume for the moment that � is the band
mobility of the holes and � is their deep-trapping time. If the
electric field were uniform, corresponding to a voltage-
independent capacitance, we would apply a well-known fit-
ting expression called the “Hecht” formula.54,55 Our capaci-
tance measurements depended significantly on voltage,
which indicates a nonuniform electric field. As a better ap-
proximation, we modified the Hecht analysis to apply to

FIG. 5. Transient photocharge magnitude �Q�t�� at varying bias
voltages �−2.0,+0.2,+0.5�. The curves are a fitting to the entire
family of measurements using the modified Hecht Eq. �1�.
�NREL-2, 293 K, A=1.32�10−2 cm2�.

FIG. 6. The symbols indicate �a� photocharge measured at 1000
ns and �b� photocharge risetime measurements for varying bias volt-
ages on sample NREL-2; results for two temperatures are indicated.
The solid lines are fittings using the modified Hecht expression �293
K: �D=0.018 cm2 /Vs, ��=2�10−8 cm2 /V, and VBI=0.64 V;
and 100 K: �D=0.02 cm2 /Vs, ��=1�10−8 cm2 /V, and
VBI=0.7 V�.
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Schottky-type depletion layers; the derivation is in Appendix
B. The corresponding form of the photocurrent transient is
then

Q�t� = Q0
�

tT + �
�1 − exp�− t/tT�exp�− t/��� ,

tT �
dW

2

2�D�VBI − V�
, �1�

where tT is a transit time, dW is the depletion width, and VBI
is the built-in potential across the depletion layer. The for-
mulas for the asymptotic photocharge Q� and for the photo-
charge risetime tp �time to reach 50% of the asymptotic
charge� are

Q��V� = Q0�1 +
dW

2

2���VBI − V�	−1

, �2a�

dW
2

2tp
= ��D�VBI − V� +

dW
2

2�
	/ln�2� . �2b�

Note that, for long deep-trapping times ��→��, the for-
mulas reduce to Q�=Q0 and dW

2 /2tp=�D�VBI−V� / ln�2�. Fig-
ure 6�b� presents the photocharge risetime measurements
corresponding to the photocharge measurements in Fig. 6�a�;
we have corrected for the laser pulsewidth and the electronic
risetime as explained in Appendix C. The risetime measure-
ments are presented as the voltage dependence of dW

2 /2tp,
which is the form suggested by Eq. �2b�. The error bars on
each point in Fig. 6�b� were determined by making several
risetime measurements at a given voltage and propagating
the risetime error into the error in the ratio dW

2 /2tp. The large
errors for more negative bias voltages occur because the pho-
tocharge risetime approaches the shortest value permitted by
the laser pulsewidth and the electronic response time.

In Figs. 5 and 6 we also show the fittings to Eqs. �1� and
�2�; the fitting parameters are given in the figure caption. As
can be seen, the exponential form of Eq. �1� fits the form of
the transient photocharge in Fig. 5 fairly well and Eqs. �2a�
and �2b� account fairly well for the voltage dependence of
the photocharge and of the risetime.

One important check of the fittings is the comparison of
the built-in potential parameter VBI with the open-circuit
voltages of the samples under solar illumination at room
temperature, which is VOC=0.69 V. The built-in potential
estimate �0.64 V� is around VOC as required by the simplest
solar-cell analysis.56 On the other hand, the reciprocal rise-
times for the most negative voltages are somewhat larger
than expected from the fitting. This may be related to our
approximation, used in deriving Eq. �1� and �2� that the elec-
tric field falls linearly to zero from the interface; if this as-
sumption were strictly true it would require that the capaci-
tance have a Schottky form 1 /C2	 �VBI−V� as a function of
voltage. Most of our measurements could be adequately fit-
ted using the approach of Figs. 5 and 6.

V. SUMMARY OF MEASUREMENTS

In Fig. 7 we present the temperature-dependent drift mo-
bilities for six samples. As can be seen, the drift mobility for
most samples falls by a factor 2–3 from 150–300 K. One
sample shows a distinct rise in the mobility from 100–150 K.

For each mobility estimate in Fig. 7 there are correspond-
ing estimates of the mobility-lifetime product �� and the
built-in potential VBI; we have reported the range of values
for �� at room temperature in Table I. One earlier experi-
ment reported ��=6�10−6 cm2 /V for holes in polycrystal-
line CuGaSe2,57 which is much larger than the range of our
values. This presumably reflects a true materials difference.

In Fig. 1, we presented typical hole mobilities that have
been reported for the CIGS system using three different tech-
niques: Hall effect, admittance, and time of flight �present
work�. As noted earlier, Hall mobilities are not generally
equivalent to drift mobilities; in addition, Hall measurements
on CIGS use samples prepared on insulating substrates,
whereas TOF samples �and solar cells� are prepared on me-
tallic �typically Mo� substrates. Nonetheless, it appears from

FIG. 7. �Color online� Hole drift mobilities �D for seven CIGS
samples at varying temperature along with the room-temperature
drift mobility of five other CIGS samples. The symbols indicates:
IEC-1:�; IEC-2: �; IEC-3: �, 	, and 
; NREL-1: �, �, �, �,
and �; and NREL-2: ˝ and �.
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Fig. 1 that the Hall effect may be a satisfactory indicator of
drift mobilities in at least some CIGS thin films. The Hall
mobilities reported on polycrystalline CuGaSe2 thin films by
Rusu et al.14 �lines �d� and �e� in Fig. 1� have the small
magnitude and weak temperature dependence that is charac-
teristic of our drift mobilities. On the other hand, we found
no evidence in the drift mobility measurements for a tem-
perature dependence comparable to the hundredfold change
in Hall mobility with temperature in polycrystalline
CuGaSe2 reported by Schuler et al.12 �line �c� in Fig. 1�. The
CuGaSe2 films used in the two experiments are thought to
differ in their stoichiometry Ga

Cu+Ga.
The mobilities that have been reported based on admit-

tance measurements58 are somewhat larger than we found in
similar samples from the same laboratory �IEC�. While the
methods differ in detail, they are both drift mobility methods
in the nanosecond domain. We think that the difference be-
tween the measurements may indicate that the hole mobility
in these CIGS thin films is larger near the substrate interface
than near the top interface to the CdS buffer. The admittance
method is sensitive to transport processes in the undepleted,
bottom region of the CIGS films while the TOF measure-
ments probe the depleted zone near the top. We did find
variability in mobilities from different diodes prepared on a
single substrate and we also found a systematic overall dif-
ference between the mobilities in NREL and IEC samples. A
change in mobility of a similar magnitude between the deple-
tion region and the back of the films seems to be a plausible
explanation for the difference in the admittance and the TOF
measurements.

In Fig. 2, we presented the correlation we find between
the depletion widths of the varying CIGS cells and the cor-
responding hole drift mobilities at room temperature; we
found essentially the same correlation at 100 K.

VI. MOBILITY PERSPECTIVES: GRAIN BOUNDARIES,
DISORDER SCATTERING, AND MOBILITY

EDGES

Grain boundaries complicate the interpretation of
electrical-transport measurements in polycrystalline materi-
als and their effects are generally included in discussions of
Hall mobilities. However, we think it unlikely that grain
boundaries determine the CIGS drift mobilities of Fig. 1.
First, the time-of-flight and admittance measurements in-
volve carriers moving parallel to the growth axis of the thin
films; since the films have crystallite sizes comparable to or
larger than the film thickness, the measurements should
mostly be sensitive to carrier motion within a single grain.1

In addition, modeling and measurements of the Hall effect in
polycrystalline silicon indicate that grain-boundary effects on
transport are correlated with temperature dependence. Thus
Seto found that grain boundaries in some polycrystalline sili-
con samples suppressed the Hall mobility well below the
values in similarly doped single crystals.21 The suppression
was as large as 100 in one sample �see Fig. 2 in Ref. 21�; for
this sample, the Hall mobility had an activation energy of
about 0.15 eV. Samples with smaller levels of grain-
boundary suppression of the Hall mobility gave smaller ac-

tivation energies. The drift mobilities we measured in our
CIGS samples were not activated at higher temperatures and
declined somewhat between 150 and 300 K.

We shall thus adopt the perspective that the drift mobility
measurements on CIGS samples yielding the lower, weakly
temperature-dependent mobilities of Fig. 1 are dominated by
the properties of individual crystallites and are essentially
equal to the mobility of carriers in electronic levels close to
the valence-band edge. On the other hand, the larger magni-
tudes and stronger temperature dependence for the Hall mo-
bilities of the samples studied by Schuler, et al.12 that are
also illustrated in Fig. 1 support their modeling that includes
grain boundaries.

With this perspective, the low magnitude of the mobility
in our CIGS samples reflects the disorder in these crystal-
lites. Several types of disorder that reduce carrier mobilities
have been studied in CIGS crystals and in CIGS thin films.
For single crystals of CuGaSe2, varying stoichiometries
strongly affect the Hall mobility. These data are not illus-
trated in Fig. 1; at room temperature the Hall mobility range
is from 60 to 300 cm2 /Vs, with a larger variation at lower
temperatures.59 Nanodomains of different elemental compo-
sition have been reported using electron microscopy both in
CIGS single crystals and polycrystalline thin films.31 Such
nanodomains could be an alternative to point or line defects
as the fundamental mechanism affecting mobilities in crys-
tals.

Whatever the specific mechanism that lowers the mobili-
ties by a 1000 fold or more below the values for well-ordered
crystals, the mobilities are low enough that an effective-
mass-based model for them is problematic. One way of see-
ing this is to compare the corresponding mean-free path l and
the interatomic distance a; effective-mass theories are not
generally applicable in systems with l
a, which is the
“Ioffe-Regel” criterion.23 We apply the expression l=3 kT

e
�
�th

�vth is the effective-mass thermal velocity and kT /e is the
thermal voltage�.60 For a mobility of 1 cm2 /Vs and a ther-
mal velocity vth=107 cm /s, we obtain l=0.075 nm at room
temperature, which is several times smaller than the inter-
atomic distance.

We therefore suggest that the drift mobilities in our
samples of polycrystalline CIGS are properties of a disorder-
induced “transport edge.” One possibility is that this edge is
a mobility edge, which is the dividing line separating ex-
tended and localized states in the electronic density of states
of a disordered material; while this edge should be sharp
when it is close to the Fermi level, it is thought to be broad-
ened somewhat by lifetime effects when it lies well above
the Fermi level.24,61 There are other transport models that
give similar predictions for the band mobility;23,61,62; even
pure hopping transport between localized bandtail states
mimics the behavior of band transport models.63–65 The
present measurements on CIGS do not clearly distinguish
between these mechanisms. Transport edges have frequently
been associated with amorphous semiconductors, including
at least some organic and polymeric materials, but they also
describe carrier drift mobilities in some nanocrystalline sili-
con materials24,66,67 and possibly in polycrystalline PbI2 as
well.37 As indicated in Fig. 3, the band mobilities associated
with these materials are typically around 0.1–1 cm2 /Vs,
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which agrees with the range of drift mobilities that we are
reporting for CIGS.

In materials with disorder-induced transport edges, Hall
mobilities are not well understood.23 Amorphous semicon-
ductors typically exhibit Hall-sign anomalies: the polarity of
the Hall voltage is reversed from the predictions of the
effective-mass model. However, work on a series of doped
materials ranging from amorphous to nanocrystalline silicon
showed that the Hall voltage recovered its normal sign in
low-mobility nanocrystalline materials.22,68

The Hall mobilities on polycrystalline CIGS measured by
Rusu et al.14 that are illustrated near the bottom of Fig. 1 are
low enough that they also seem to be good candidates for the
transport-edge perspective. Hall-effect mobilities are mea-
sured with currents perpendicular to the growth axis of the
thin film and grain boundaries must be involved. Presumably,
the effects of the grain boundaries were unimportant com-
pared to those of the disorder within the crystallites for these
materials.

VII. BANDTAILS AND URBACH TAILS

We can use the temperature dependence of our drift mo-
bility measurements to constrain the width of a valence
bandtail �EV in our materials. Localized bandtail states act
as shallow traps, capturing and releasing carriers. The corre-
sponding model is called “multiple trapping,”20,24,73 which
was used to estimate the bandtail widths of Fig. 3. In our
application of the model, we use three parameters to fit the
drift mobility: the effective-band mobility for holes �p

0, the
bandtail width �EV, and an emission prefactor frequency �0
that characterizes the reemission of holes from a valence
bandtail trap back to the valence band.

In Fig. 8 we show temperature-dependent hole drift mo-
bilities for two of our samples along with multiple-trapping
calculations; see Appendix D for the details. We have set the
prefactor frequency �0 to 109 s−1, which is at the bottom of
the range of values ��0=1.5�109 s−1 and �0=1012 s−1� that

have been reported for acceptor levels in CIGS samples with
the same Ga

Ga+In ratio as ours.69–72 There have been no esti-
mates of �0 for bandtail levels and our measurements do not
permit us to make a direct estimate either.

The calculations agree adequately with the measurements
at lower temperatures and correspond to bandtail widths of
19 meV �IEC sample� and 12 meV �NREL sample�. Both
samples show a falloff of the drift mobility for larger tem-
peratures which is inconsistent with the calculation. The cal-
culation neglects any true temperature dependence of the
band mobility although some researchers have addressed this
effect.30 Had we used a larger value of �0, the fits at low
temperature would have been somewhat worse, and the
bandtail widths would have been narrower; the band mobil-
ity estimates are not much affected by �0. We think the cal-
culations are mainly useful for illustrating the band mobility
and for setting an upper bound to the bandtail widths. If the
multiple-trapping model does apply in CIGS, the drift mo-
bilities should fall substantially at temperatures lower than
77 K, as suggested by extrapolating Fig. 8.

The optical-absorption spectra of CIGS films have Urbach
tails that rise exponentially as the photon energy approaches
the bandgap of the material; the reported widths of these tails
vary from 9–71 meV.38–44 Urbach tails are a nearly universal
aspect of optical absorption in semiconductors. One compo-
nent of the Urbach tail is the width of the valence bandtail
and indeed in amorphous silicon the width of the Urbach tail
is often equated with it.73,74 This component may be consid-
ered as a response to static disorder and is essentially a pro-
jection of a more complete picture incorporating thermal
fluctuations.75 There are other possible components such as
electric field fluctuations due to charged defects that couple
to the optical properties through electroabsorption effects.76

Wasim et al.41 have reported that epitaxial CIGS crystals
can have substantial Urbach tails �greater than 20 meV� as-
sociated with copper deficiency in the crystals. From their
studies of the temperature-dependent Urbach tails, they pro-
posed that corresponding changes in the vibrational proper-
ties of CIGS may lead to the differences in Urbach tails. The
effects of such thermal fluctuations on transport measure-
ments sensitive to bandtails does not appear to have been
carefully considered.
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APPENDIX A: ELECTRIC FIELD PROFILE
MEASUREMENTS

As noted earlier, our capacitance-voltage measurements
deviated from classic “Schottky” behavior �a linear relation
between 1 /C2 vs V�; the Schottky form implies an electric
field magnitude that falls linearly across the depletion width.
For some experimental conditions, we were able to explore

FIG. 8. �Color online� The symbols indicate temperature-
dependent drift mobility measurements for two samples IEC-2 and
NREL-1. The lines are calculations using the exponential bandtail
multiple-trapping model. Both calculations use the emission prefac-
tor frequency �0=109 s−1; we used �p

0 =0.8 cm2 /Vs and �EV

=19 meV for the sample with the larger drift mobility, and �p
0

=0.1 cm2 /Vs and �EV=12 meV for the sample with the smaller
mobility.
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the form of the electric field profile E�x� in our cells using a
photocurrent transient method.53,77,78 This method is based
on the standard TOF experiment. At time t=0 the position of
the photocarrier charge packet is x=0; at later times the
packet is at position x�t�. Under these conditions, which ne-
glect deep trapping, the photocurrent transient i�t� corre-
sponding to the charge packet Q0 drifting under the influence
of the electric field profile E�x� can be described as follows:

E�x�t�� =
i�t�d
Q0�D

, �A1�

where �D is the hole drift mobility and d is the sample thick-
ness. The photocharge Q�t� indicates the position x�t� of the
charge packet at time t

x�t� = d
Q�t�
Q0

, �A2�

where Q�t� is the integral of the photocurrent i�t�.
In Fig. 9, we present the field profile obtained by applying

these equations to the photocurrent transient measurements
of sample NREL-1 at +0.5 V; Q0 was evaluated at −0.5 V.
We set d=dW�V�, where dW is the voltage-dependent deple-
tion width �0.35 �m for Fig. 9�a�� determined from the ca-
pacitance measurements. We used �D=0.035 cm2 /Vs as ob-
tained from the transit-time analysis presented in Fig. 9�b�.
The form of the field profile is reasonably linear from 0.05 to
0.3 �m; the behavior for smaller depths is affected by the
finite electronic rise time of the system.

The integral Vi of this field is 0.1 V, which can be related
to the applied voltage and the built-in field in the cell. The
built-in field in the cell was characterized using the voltage
intercept V0=0.6 V from Fig. 9�b�. Vi should be related to
V0 and the applied voltage �V=0.5 V� as V0−V=Vi, which is
reasonably consistent with the measurements.

APPENDIX B: EXTENDED HECHT ANALYSIS:
TRANSIENT PHOTOCHARGE MEASUREMENTS IN A

DEPLETION LAYER WITH DEEP TRAPPING

Transient photocurrents are the response measured in an
external biasing circuit following a pulse that creates a sheet
of photocarriers, ideally at position x=0 and time t=0. The
photocharge Q�t� obtained by integrating the transient pho-
tocurrent i�t� reflects both the position of the photocarrier
sheet x�t� and also the loss of photocarriers due to deep trap-
ping. Assuming that the surviving charge of mobile photo-
carriers at time t is Q0 exp�−t /��, where � is the deep-
trapping time, we can write the following, fairly general
equation for Q�t�:

Q�t� = Q0� x�t�exp�− t/��
d

+ 

0

t dt�

�

x�t��exp�− t�/��
d 	 ,

�B1�

where Q0 is the total photocharge generated by the initial
light pulse and d is the thickness of the specimen. When the
electric field across the specimen is uniform, the sheet of
mobile carriers is displaced according to x�t�=�Et
�t
d /�E�. In this model, the photocharge does not change
after t=d /�E, when carriers that are not trapped reach the
back electrode; we are neglecting the reemission from traps
that must ultimately occur to reestablish thermal equilibrium.
Evaluating the integral in Eq. �B1� for t=d /�E gives

Q =
Q0��E

d
�1 − exp�−

d

��E
�	 , �B2�

which is the well-known Hecht equation for the photocharge
collection as a function of applied field.54,55 In addition to Q,
we typically measure the risetime tp at each applied voltage,
where tp is defined as the time to reach 50% of the
asymptotic charge. From Eq. �B1� we find the photocharge
risetime is

tp = � ln� 2

1 + exp�− tT/��	 . �B3�

When the electric field is nonuniform, Eq. �B1� is still
valid, but Eqs. �B2� and �B3� must be modified. We consider

FIG. 9. �Color online� �a� An example of the internal electric
field profile as a function of the position for a 0.5 V pulsed bias in
a specimen �NREL-1� at T=293 K. �b� The corresponding depen-
dence of the normalized, reciprocal transit time dW

2 /2tp upon ap-
plied voltage The slope of the linear fit yields the mobility estimates
of 0.035 cm2 /Vs. The voltage intercept �about 0.6 V� is related to
the built-in potential VBI.
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the case for a field that declines linearly to zero across a
depletion width dW: E�x�=E0�1−x /dW�, for which we
calculate that the displacement of the sheet is
x�t�=dW�1−exp�−�tE0 /dW��. We simplify this expression
using the definition of a transit time tT=�DE0 /dW, leading to

x�t� = dW�1 − exp�− t/tT�� . �B4�

Substituting Eq. �B4� into Eq. �B1� and solving the integral,
the resulting photocharge is

Q�t� = Q0
�

� + tT
�1 − exp�−

t

�
�exp�−

t

tT
�	 �B5�

and the asymptotic charge �t→�� is

Q� = Q0�/�� + tT� . �B6�

In terms of the voltage VBI−V across the sample, our defini-
tion for tT is

tT = dW
2 /2�D�VBI − V� , �B7�

which yields the alternative form for Q�

Q� = Q0�1 +
dW

2

2���VBI − V�	−1

. �B8�

Additionally, from Eq. �B5� we obtain photocharge risetime

dW
2

2tp
=
��D�VBI − V� +

dW
2

2�
	

ln�2�
. �B9�

We used this expression to obtain the mobility from the pho-
tocharge and risetime measurements.

APPENDIX C: EFFECTS OF ELECTRONIC RISETIMES
AND LASER PULSEWIDTH ON PHOTOCHARGE

RISETIME ESTIMATION

The risetime of the photocharge convolves several differ-
ent response times: �i� the photocarrier risetime tp, �ii� the
laser pulsewidth tlaser, and �iii� the RC response time coming
from the product of the depletion-layer capacitance C with
the 100 Ohm effective resistance of the electronics �pulser
and oscilloscope�, and �iv� the dielectric relaxation time of

the bottom, undepleted layer of the sample. A rough guide to
the effects of �ii�, �iii�, and �iv� can obtained from the uncor-
rected photocharge risetime tR as determined experimentally
at large reverse bias �cf. Fig. 5�, where photocarrier risetime
is shorter than the risetime due to the other effects.

However, because the depletion-layer capacitances of the
samples increase as the bias voltage increases, this method is
not sufficient to estimate the electronic effects for larger
�more positive� bias voltages. We also studied the purely
electronic effects �iii� and �iv� explicitly by measuring the
risetime tV-step of the charge response of the sample to the
bias voltage step. We calculated photocarrier risetime tp at
the varying voltages using an approximation for convolving
risetimes proposed by Walken and Wallman79

tp
2 = tR

2 − tlaser
2 − tV-step

2 . �C1�

The laser risetime is 3 ns. We checked this expression using
the uncorrected photocharge risetime tR at large reverse-bias
voltage, where tp is small, and found satisfactory agreement.

APPENDIX D: BANDTAIL MULTIPLE-TRAPPING
EXPRESSIONS

The fittings in Fig. 8 are based on the low-temperature
form for bandtail multiple trapping24

�D = �L

E
�0�1−1/�

�K�p
0�1/�, �  1, �D1�

where: K�sin���� / ����1−��� and ��
kBT

�E 1 is the dis-
persion parameter, kB is the Boltzmann constant, �p

0 is the
band mobility, �E is the bandtail width, and L /F is the ratio
of the displacement to the electric field at which the drift
mobility is evaluated. We used a simple extrapolation of this
expression to accommodate the transition to the high-
temperature regime ��1

1

�D�
=

1

�p
0 +

1

�D
. �D2�

There have been several papers that treat the transition from
the low-temperature to the high-temperature regime of band-
tail multiple trapping; see Ref. 24 for further discussion. The
present treatment is simpler than these but has the correct
behavior at low and high temperatures.
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